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We extend the geometric approach of Cheney and Loeb in [2] to the problem
of approximation in Li/lo) by "admissable" generalized rational functions. We
obtain a characterization for locally best approximations and find the inter­
polating condition sufficient for their local unicity. Our results are comparable
to those for the linear approximation problem as investigated by Singer and
Ault, Deutsch, Morris, and Olson.

1. INTRODUCTION

A set X, a a-algebra E of subsets of X, a a-finite measure iL on E, and
a topology T on X are prescribed. Assume further that (X, T) is a compact
Hausdorff space. Denote by Lip.) == Lp(X, E, iL) the Banach space of
(equivalence classes of) measurable real-valued functions on X for which

1 ~p < 00.

We denote by C(iL) the subspace of Lp(iL) consisting of continuous functions.
Let!, gi ,... , gn' hI,"" hm E CC/L). Define Rmn, a subspace of CC/L), by

In particular cases, cf. [3,4,8,9], we know there exists at least one ro E Rmn
such that

II! - ro lip = (f If(x) - ro(x)[p diL)I/P = inf
n

II! - r II", .
X rERm

For these cases, ro is a globally best approximation to! from Rmn. In
general, the subset T - [r' E Rmn III! - r' II", = II! - ro II",] is nonconvex
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and standard convexity arguments for proving uniqueness of a global best
approximation, suitably normalized, do not hold true. For further discussion,
see [5J.

For the same reason, it is conceivable that to a coefficient vector
[a1 , ... , an , b1 , ... , bml there corresponds an approximation in Rmn which is
best only in a local vicinity of the coefficient vector.

Our discussion will center on such locally best approximations whenever
they occur, whether or not their existence is assured, and we shall obtain
sufficient conditions for their unicity in a local vicinity of the coefficient
vector.

Of course, every global best approximation satisfies the properties of
a locally best approximation.

Brosowski [10J, in generalizing the Kolmogoroff criterion, leaves open
the question of a necessary condition to be satisfied by best L p rational
approximations when Rmn is nondegenerate.1

We now attempt to answer this.

2. BASIC DEFINITIONS AND NOTATIONS

We introduce the concept of local best L p approximation with respect
to a domain.

We shall constrain competing approximations by introducing in condi­
tion (1) below an €*-sphere in Em (Euclidean m space), i.e., {d E Em III d II :(; €*}
where II . II is any II' norm 1 :(; p :(; 00. Furthermore, we exclude cases of
vanishing denominators on X by the strong condition (2).

Let D be a fixed nonempty bounded domain in En+m which includes the
origin.

Let

DEFINITION 2.0. ro(x) is a locally best £11 approximation to fE C(p.)
with respect to D, if there exists an €* > 0 such that for all
(e1 , ... , en , d1 , ••• , dm ) E D satisfying

(1) II d II ::::;;; €* and (2) I€* f dih,(x)j < f b,hi(x) on X,
,=1 ,=1

1 In [141, Brosowski has obtained some related results which are further developed
here.
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we have IIf - f;. lip ~ Ilf - f o lip for all A, I A I ::::;; E*, where

( ). _ L7~1 (ai + ACi) g;(x)
f;. x . - L7:1 (hi - Adi) h/x) .

We shall use the following abbreviations. We set

m

qm(A., d, x): = L: (hi - Ad;) h;(x)
i=l

m

and qm(x): = L bihi(x).
i~l

We let P == span[gl ,..., g~] and Q == span[h1 , ... , hmJ. We shall adopt the
following notation.

Let L p *(p,) denote the strong dual space of L p (11-), i.e., the set of bounded
linear functionals defined on Li11-) together with the norm

II L II = II~~~II Lfl and L E L p *(11-).

We remark that L 1*(1-') is isometrically isomorphic to the space L",(I-') of
essentially bounded measurable functions via the correspondence

L(f) = t fg d11- for L E L1*(11-)

i = 1,... , n,

for allfE L1(11-).
Let S = [L E L p *(1-') 111 L II ::::;; 1] be the unit sphere of L p *(1-'), ext(S) be

the extreme points of Sand

£0(5) - [L E ext(5) IL(f - Yo) = Ilf - Yo lip].

We note that £0(5) is nonempty by the Hahn-Banach theorem.

DEFINITION. Let X be a normed linear space and X* its dual space. The
weak* topology is the weakest topology on x* such that all linear functionals
generated by X are continuous.

EXAMPLES. The linear functional, mapping L p *(11-) -+ £1 and defined by

Oligi (L) = L ( Oligi )
qm qm

is continuous on L p *<p-).
Define likewise the n + m dimensional mapping f: L p *(11-) -+ £n+m where

f = (CX1g1 ,... , Olngn ,f31f Oh1 , ... , f3m f ohm f.
qm qm qm qm

Then f is continuous on L p *(fl,).
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Remark 2.1. f maps compact subsets of L p *(p,) to compact subsets of
En+m.

Remark 2.2. If we define the continuous mapping p: En+m -+ £1 by
pew) = L~~t Wi, the composite map p 0 f is a continuous real valued
function and achieves its minimum on a compact subset of L p *(p,).

It is well known that S is compact in the weak* topology.
However, the subsequent development of the theory necessitates the

additional assumption that ext(S) be closed. Circumstances under which
this is the case will be discussed in Section 5. As a consequence Eo(S) is also
compact.

3. CHARACTERIZATION OF LOCALLY BEST L p ApPROXIMATIONS

The following lemma is fundamental to our argument. A proof may be
found in [11, p. 19].

LEMMA 3.1. Let A be a compact seT in EN. For all a E A, the system of
inequalities (a, v) > °is inconsistent if and only if 0 E convex hull [A] where 0
denotes the origin of N-space.

Before characterizing ro , we observe that the linear subspace spanned by
{g1 ,... , gn , roh1 ,... , rohm} can have dimension at most n + m - 1.

THEOREM 3.2. Let rp1 ,..., rpN be a basis for P/qm + ro(Q/qm)'
Let A be the compact set (by Remark 2.1) in EN

If ro(x) is a locally best L p approximation to f(x) from Rmn, then

oE convex hull [A].

If, on the other hand, convex hull [A] is a body in N-space and

oE interior convex hull [A]

then ro(x) is a locally best L p approximation to f(x) from Rmn.

Proof of Sufficiency. Suppose ro is not a locally best L p approximation
to f Then VE > 0, :lA, °< I AI :s;; E and :l(c1 , ... , en, d1 , ... , dm) ED with
II d II :s;; Eand I EL:1 dihi(x) [ < 1::1 bihi(x) on X and
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Now for all L E S we have L(f - rA) < lif - rAIIv and so for L E Eo(S)

Therefore, by simple manipulation

Therefore,

o If convex hull [(L (q},\, d) 9>1)"'" L(q},\, d) 9>N)f

over all L E EO<S)]

by Lemma 3.1.
But by assumption,

oE interior convex hull [AJ.

Hence, by continuity (see Appendix), 3€1 > 0 such that V>", 0 < I >.. I < €1
and Vd, II d II < €1 we have L:1 bihi(x) > I €1 L;':l dihi(x) I on X and
oE convex hull of

Hence, we obtain a contradiction.

Proof of Necessity. Suppose 0 does not lie in the convex hull. By
Lemma 3.1 3 scalars (Xl', ... , (Xn', fJ1', ... , fJm', and positive constants y'(L)
such that for all L E EO<S)

Divide through by a scaling factor t > 0 to be determined later, and rerepre­
sent the new constants and scalars by omitting the prime.

Set

y*(t) = min y(L) > O.
LEEo(S)

In view of Remark 2.2, this minimum is achieved.
Let ~ := [fJ1 ,... , fJm].
For any €* > 0, choose t so that ~ satisfies conditions (1) and (2) of
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Definition 2.0 and (0:1 ,... , a:n , fJ1 ,.•• , fJm) ED. Then we assert 3'\*, 0 <,\* ~ e:*
such that 1:/,\ E I =3. [-,\*, ,\*]

Set e(x) := I(x) - fo(X). Let SO(t) be the set of L E ext(S) such that for any
AEI,

The following may be stated about SO.

(i) SO is independent of A;

Oi) So includes £o(S) and is, hence, nonempty;

(iii) So is open in the weak* topology.

Let So be the complement of SO in ext(S). So is closed in the weak* topology
and, therefore, compact. Hence, L(f - fo) achieves on So a supremum
}( < II ell" . If So is empty, set K = O.

For all ,\ E I, the function

is well defined.
We proceed to show that there exists E> 0 such that for all ", 0 < A~ E,

fA is a better approximation to fthan fo.
Observing first that for 0 ~ I " I ~ ,\*

< 00,

we assert 3E, 0 < E~ ,\* such that for all ,\ 0 ~ I ,\ [ ~ E and for any
LES

Take any ,\ satisfying 0 < ,\ ~ E. Consider L E So

L(f - 'A) = L(f - (0) + L(fo - fA)

~ K + I L(fo - fA) 1

< [Iell v '
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Consider L E So
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Hence, for 0 < A :s;; E, 3r" such that L(f - r,,) < II e lip for all L E ext(S).
But there exists at least one L E ext(S) satisfying L(f - r,,) = Ilf - r" lip
(cf. [13, p. 65, Corollary 14]). Hence, Ilf - r" lip < Ilf - rolip.

COROLLARY 3.3. A necessary condition for ro to be a locally best L p

approximation to f(x) from Rmn is

min L(~):S;; 0
LEEo(S)

for all ~ E P/qm + ro(Q/qm)'

A sufficient condition for ro to be a locally best L p approximation to f(x)
from Rmn is that

for all r" satisfying the conditions of Definition 2.0. The sufficiency condition
has been previously stated by Brosowski [10] for the global case.

4. LOCALLY BEST ApPROXIMATIONS IN INTERPOLATING SUBSPACES

So far, our argument has been developed for

1 :s;; p < 00.

However, if we want to strengthen our characterization of a locally best
approximation we shall make an additional assumption called the inter­
polating condition. When this is valid, we may assert unicity in a neighbor­
hood of the corresponding coefficient vector. In fact, strong unicity in the
sense of Newman and Shapiro [6] is exhibited.

For the strictly convex spaces LvCX, 1:, tt), 1 < p < 00, we know that
no interpolating subspaces exist (cf. [1, Theorem 3.1]).

DEFINITION. An atom is a set A E 1: with 0 < tt(A) < OCJ and such that
B E 1:, B C A implies that either tt(B) = 0 or tt(B) = fL(A).
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DEFINITION. Let M ==0 span[<p1 ,... , <PN] be an N-dimensional subspace of
L 1(/-,-). M is called an interpolating subspace if for each set of N independent
functionals L 1 , ... , LN in ext(S) the following condition holds

det[Li(<p;)] =Ie O.

LEMMA 4.1. The space L 1(X, .E, /-,-) contains an interpolating subspace of
dimension n > 1 if and only if X is the union ofat least n atoms (cl [1, Theo­
rem 3.3]).

THEOREM 4.2. Let

Pn E P ==0 span[gl ,... , gn]

and

and suppose ro := Pn/qm E Rmn.
Suppose

(a) ro is a locally best L 1 approximation to f with respect to a given
domain D and for an E* > 0 and

(b) P/qm + ro(Q/qm) is an N-dimensional interpolating subspace of
L 1(/-,-).

Then

(i) There exist exactly N + 1 independent functionals L1 , ... , LN +1 in
Eo(S).

(ii) 0 is the only element <p of P/qm + ro(Q/qm) having the property
Li<P ~ 0, L i E Eo(S), i = 1,... , N + 1.

(iii) :la, 0 < a ~ E* such that 'rfA, I A I ~ a and for all d satisfying
conditions (1) and (2) ofDefinition 2.0.

is an interpolating subspace.

(iv) ro is a unique locally best approximation in the set
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(v) There exists a constant y(f) > 0 such that

Vr;.(x) E U(ro , D, e*, a),

II! - r;.111 ~ II! - ro111 + y(f) II r;. - ro 111 .

Proof (i) Let e/>1 ,... , e/>N be a basis for P/qm + ro(Q/qm)' By Theorem
3.2 the origin of N space lies in the convex hull of the set

[(Li(e/>l),···, Li(e/>N»T I LiEEo(S), i = 1,... , k}.

By Caratheodory's theorem k ~ N + 1. Now for each j, 0 = L::=1 8iLi(e/>;)
with 8i ~ O. Hence, by the interpolating condition, k ~ N + 1 and so
k = N + 1. Furthermore, the origin cannot lie on the boundary, for then k
would be equal to N. Hence, the origin of N space lies in the interior of the
convex hull of the set

(ii) Suppose e/> is a nonzero element of P/qm + ro(Q/qm)

N

e/> = L a;e/>j,
;=1

N

Lie/> = L ajLi(e/>j).
j=l

Now
N+1

o = L 8iLi(e/>j)
i=l

and multiplying this equation by aj and summing over j

N+1 N

o= L 8i L aj[Li(e/>j)],
i=l ;=1

N+1

0= L 8iLie/>.
i=l

By the interpolating condition at most N - 1 of the numbers Lie/> can
vanish. Hence, at least one of the Lie/> is positive and at least one is negative.

Hence, e/> is zero.
(iii) Let A, and d be sufficiently small. Then

i = 1'00" N
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is a basis for

By continuity of determinants, we have
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is an interpolating subspace.

(iv) Let ,ix) E U('o, D, E*, a) be another locally best L1 approximation
to f in the vicinity of '0 . Take

P Q
<P : = '0 - 'A E (A d) + '0 (A d) ,qm , qm ,

then for L i E Eo(S),

Li(,o - 'A) = Li(f - 'A) - Llf - '0)

~ 0 i = I, ..., N + 1.

But from (i) (and the Appendix)

oE convex hull [(Li~l(A, d), ... , Li~N(A, d)Y i = I, ... , N + 1].

Hence, by (ii) '0 == 'A .
(v) The proposition is trivial for the case fE Rmn. Otherwise, for

o< IAI ~ a define for the set U('o, D, E*, a)

and suppose to the contrary there exists a sequence

and

For Li E Eo(S) and

<p E P +'0 Q
qm(}lk , dk ) qm(Ak , dk )

we have by (iii) and (ii) that

and c = min Ck > 0,
k
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y(r~k)1l r~k - rO 111 = Ilf - r~k 111 - Ilf - ro 111 ~ ._ max L;(ro - ri),
J-l",,,N+l

therefore,

arriving at a contradiction.

COROLLARY 4.3. Let P/qrn + ro(Q/qrn) be an N-dimensional interpolating
subspace of Ll(jL). Then ro is a locally best Ll approximation to f from Rm n

ifand only if

We now reformulate Theorem 4.2 in terms of the more familiar "alterna­
tion" theorem.

THEOREM 4.4. Suppose P/qrn + ro(Q/qm) is an N-dimensional interpolating
subspace ofLl(p,) with basis cPl ,... , cPN . Let Ll ,... , LN+1 E Ll*(p,).

Define Ll; by

Ll; = ILl~cPl)'" L;-l(cPl) Li+lcPl) ... LN+~(cPl) I
Ll(cPN)'" L;-l(cPN) Li+1(cPN)'" LN+1(cPN)

Then ro is a unique locally best Ll approximation to f if and only if

(i) there exist N + I linearly independent functionals Ll ,... , LN+l in
Eo(S).

(ii) J;L1;+l < 0 for i = 1,... , N.

Note that by the interpolating condition L1; =1= 0, i = I,..., N + 1.

Proof For necessity it remains to prove (ii). Since by the Characterization
theorem

oE interior convex hull (LicPl ,... , LicPNY I Li E Eo(S), i = I,..., N + 11,

there exist positive scalars Oi, i = I,... , N + 1, and

N

L: 8iL;cPk = -ON+1LN+1cPk
;=1

for k = 1,... , N.

Solving for (Ji by Cramer's rule
.1.

8 - ( I)N-m --'- 8
i - - Ll

N
+

l
N+1



RATIONAL APPROXIMATION IN LifL)

from which the result follows. Conversely, the system of equations
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N

L XiLirPk = -LN +1rPk
i~l

has a unique solution given by

k = I, ... ,N

and {Xi} are positive i = I, ... , N. Hence, 0 E interior convex hull

THEOREM 4.5 (generalized de la Vallee-Poussin theorem). Suppose condi­
tions (a) and (b) of Theorem 4.2 hold. For 'A E U(ro , D, e*, a) let {¢i(J.., d)};:'l
be a basis for

-- P Q
M = qm(J.., d) + ro qm(>', d) ,

L 1 , ••• , L N +1 be independent functionals in £o(S), and

be defined as in Theorem 4.3.
If JiLi(f - rA) Ji+lLi+l(f - rA) < 0, i = 1,... , N, then

Moreover, if this inequality is actually an equality, then I Li(f - rA)! =
III - ro 111 for every i.

Proof By Theorem 5.1 in [1]

I
N+l i L1 Id(f, M)- = max Li=l (-1) iLi( 1)

, L!V+1 (-l)iLJ.'
,~1 'I

where the maximum is over all sets of N + 1 independent functionals in
£o(S). If mini I L;(I - rA)1 > d(f, M), then we would obtain a contra­
diction. Hence,
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5. ApPLICATIONS

We may apply our results to the space L1(X, E, /-,) where X is the union
of at most countably many atoms, say X = UiEI Ai . Then it can be shown
that ext(S) is weak* closed and that each L E ext(S) has the representation

L(f) = I. f(A i ) a(Ai) /-,(Ai)fE L 1 ,

ieI

where I a(Ai)[ = 1 andf(Ai) denotes the constant value offa.e. on Ai.
The characterization theorem may be rewritten to take account of the

special form of the linear functionals, (cf. [I, Theorem 4.3]). Furthermore,
the condition of Lemma 4.1 is satisfied.

A particular subcase is the space h = L1(X, E, /-,), where X = {I, 2, 3,...},
2: is the collection of all subsets of X, and fL is the counting measure
p,(B) = card(B).

When approximating with ordinary rational functions, the following
lemma is of relevance (cf. [II, p. 162]).

LEMMA 5.1. Let Pn and qm be ordinary polynomials of degree ~n - 1
and m - 1, respectively, with no common divisor, and let ro := Pn/qm E Rmn.
Then P/qm + ro(Q/qm) is of dimension max{n + deg(qm), m + deg(Pn)}'

ApPENDIX

LEMMA. Let

Lcf>: = {L4>i}~l '

Lcf>': = {L4>.'}~1

be vectors in Euclidean N space, and let 0 denote the origin of N space.
If 0 E interior convex hull [Lcf> I L E Eo(S)], then 3E > 0 such that for cf>'

satisfying [I Lcf> - Lcf>' II < E for all L E Eo(S), we have 0 E convex hull
ILcf>' [L E Eo(S)].

Proof Step 1. For a set B in En, define Bt = [x E En I d(x, E) ~ tl.
Note B convex ~ B t convex. Define the Hausdorff metric between two
nonempty compact sets A, B by

L1(A, B) = inf{t: At ~ B, Bt ~ A}.

Let U 1 , ••• , U 28 be vectors in E8, and let U be the convex hull in E8 of [u1 , ••• , u2sJ.



RATIONAL APPROXIMATION IN Lp(p,) 393

for any set XC Z.

If II Zi - Ui II < E for i = I,..., 2s, then Zl , ... , Z2S E U.. Therefore,
Z := convex hull [Zl , ... , Z2S] CU. since the convex hull of a set is the inter~

section of all convex sets containing the set. Similarly, U C Z•. Therefore,
41(U, Z) < E.

Step 2. Let A be a set in EN. If 0 E interior convex hull [A], then there
exists 2N vectors U1 , ... , U2N E A such that 0 E interior (U) where U := convex
hull [u1 , ... , 0 21'1] (cf. [12, p. 1] 6]). But if 0 E interior (U) then 3€ > 0 such
that for any compact convex hull Z

L1(U, Z) < E => OEZ.

For suppose 0 ff. Z. Then :IE > 0 such that 0 ff. Z.

=>O¢X

=> 0 ¢ U.

Step 3. 0 E interior convex hull [Lq, I L E Eo(S)]

=> 0 E interior convex hull [Liq, I Li E Eo(S), i = ],..., d . d ~ 2N]

Hence, 3E > 0 such that for q,' satisfying II Lq,' - Lq, II < E for all L E Eo(S),
we nave

oE convex hull [L;q,' I L; E Eo(S), i = 1,... , d· d ~ 2N].

Therefore, 0 E convex hull [Lq,' IL E Eo(S)].
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